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# Project description

My project is developing extensions to the paper Principal component wavelet networks for solving linear inverse problems [1]. This paper proposes a new technique for solving linear inverse problems, with impressive results on computer vision tasks. For example, the PCAW network has a PSNR score of 29.98 (std of 2.2) for super resolution tasks, which makes it competitive with GAN based models. However, this model has the advantage of shorter training time, and is less prone to overfitting.

A linear inverse problem is where we have a set of measurements and are trying to predict the state of the object from which we obtained the measurements. In most cases the object is something we can’t directly observe. The inverse problems of interest to us are ill-posed, which means they violate at least one of the following conditions [2]

1. There exists one solution (Existence)
2. There is at most one solution (Uniqueness)
3. The solution depends continuously upon the data (Stability)

One example of a linear inverse problem is super resolution of images, where given some image we attempt to accurately reconstruct the image in a higher resolution. The forward process is obtaining a low-resolution image from a higher resolution image, which is easily done by removing pixels. The reverse process is much harder.

The project will use several datasets. The two I am using at the time of writing are the CelebFace Attribute (add ref) and ImageNet (add ref) datasets. These are the two datasets used in the original paper. I may also use graph and text datasets, as I believe that the network could be extended for problems in graph-based machine learning and natural language programming (NLP).

I will be writing the code in python as a notebook. The platforms I will be using will be Jupyter Notebooks, Google Colab and spyder. The device I am using for most of the work will be my personal laptop (8.00 GB of RAM, Intel(R) Core(TM) i7-7500U CPU @ 2.70GHz 2.90 GHz). I may also use a free GPU or TPU in google Colab, and a GPU cluster provided by the university.

# Proposed tasks

The first task will be to reimplement this project. There is code from the original authors which I will reuse (REF). After getting the original code to work on my local machine I can begin building new features. This is clearly a primary task, as no other work can be completed without the completion of this task.

After this initial tasks, I will explore the effect of basic edits to the network architecture. This may include, but will not be limited to, adding regularisation, adapting network size, experimenting with activation functions, and changing how the network is trained. This is another primary task.

I will also find a novel application of the technique, outside of the applications proposed in the original paper. Two problems I have discussed with my supervisor is crowd counting and image segmentation. There are a number of linear inverse problems outside the field of computer vision. For example, predicting missing words in text. It would be interesting to explore problems like this too. This will be a primary task.

The original network is a Convolutional Neural Network (CNN), with hand-derived filters. A lot of state-of-the-art models for computer vision actually have a transformer architecture. Another task could be to see if I can apply PCA wavelets to transformers and see what effect it has. This will be a secondary task, as the transformer architecture is quite different to CNNs and there could be difficulties in getting the PCA decomposition to work.

I will explore the effect of replacing PCA with other dimension reduction techniques. The first substitution will be a linear technique, Independent Component Analysis (ICA). The second substitute will be a non-linear technique, Uniform Manifold Approximation and Reduction. In particular, I will be exploring UMAP and other techniques to deal with non-linearities in the datasets. This will be a secondary task.

The original code tested the network for multiple tasks: inpainting, super-resolution and compressive sensing. I will be evaluating any new architectures I create on these tasks and comparing them to the original model’s performance and the other reported baselines.

# Project deliverables

Software - At the end of this project, I will deliver a number of python files. Some will be in a notebook (.ipynb) format, and some will be in a standard (.py) format. The software will fulfil the previously stated tasks. This will include source code and a demonstration of model performance through experiments.

I will also generate files for the models I create, saving the weights and architectures.

Documentation – There will be documentation to explain the code I write and help a user to run and interpret the experiments. I will also detail the architecture of my models.

Blog – I will be blogging about the progress of my project weekly. I will aim to post every Sunday. The blog will concern research I have undertaken, and the progress of the software I am creating.

Report – The report will be in a research template. It will detail the processes I have taken when experimenting with architectures. I will document my design process and experimental results in a final report.
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This is the paper my project will be based on

1. [LectureNotes2020.pdf (cam.ac.uk)](https://www.damtp.cam.ac.uk/research/cia/files/teaching/Inverse_Problems_2020/LectureNotes2020.pdf#:~:text=Linear%20inverse%20problems%20include%20such%20important%20applications%20as,is%20non-linear%20%28e.g.%2C%20parameter%20identi%0Ccation%20problems%20for%20PDEs%29.)

The lecture notes found here give a very in-depth explanation of an inverse linear problem and discuss common methods of solving them.
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